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SUMMARY

It is known that the Politz-Simmon [5] estimator adjusts the non-
response bias due tothe non-availability ofthe selected respondents athome
during the period of survey, by classifying the available responses into six
groups according to their availability at home during the previous week,
and employing appropriate weighting procedures. The estimator is based
on the premise that the selected respondents available at home, necessarily
cooperate with the enumerator, which however may notbetrue. Anattempt
has therefore, been made in this article to study the non-response bias in
the Politz-Simmon estimator taking into account the possible non-
cooperation from the selected respondents who are, though, available at
home yet may be busy otherwise.

Key words : Non-Response bias. Total non-response. Weighting classes.
Response probability, Politz-Simmon estimator.

1. Introduction

There are generally two types of errors in tlie sample estimates namely,
tlie Sampling Errors and the Non-Sampling Errors. Tlie former arises due to
fact that only the part of the population is being used to estimate the population
parameters where as the latter arises, primarily, due to the errors at the stages
of observation, ascertainment and processing of the data. One of the major
source of non-sampling errors is the non-response which occurs due to the
inaccessibility of tlie selected sampling units, the non-availability of the
respondents at home, inability to answer certain questions posed to the
respondents and due to tlie total refusal by some of them. Also, there could
be eitlier, total non-response from the respondents when information on none
of the items pertaining to an individual respondent can be obtained or there
could be item non-response when information is not available only on certain
items of the schedule enquiry.
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To compensate for the distortion in tlie representativeness of the sample
due tototal non-response Durbin [3] suggested the use ofweighting adjustments,
by increasing the weights of those respondents who respond with lower
probability, sothatthese may represent, to tlie extent possible, thecharacteristics
of non-respondents. The weighting procedures, of course, employ the
stratification of entire population into a set of weighting classes where the
weights are proportional to tlie inverse of the response rate in the classes. In
order to compute these response rates, the number of respondents in each
weighting class need to be detemiined. It must be pointed out tliat in case
the weights are to be estimated from within the sample only, one cannot
compensate for the coverage errors which are due to tlie exclusion of certain
units from tlie domain of the survey.

The problem of non-response has been investigated by several workers
who have attempted to develop procedures of estimation for reducing tlie
Non-response bias. Tlie metliods to control Non-response bias by Hansen and
Hurwitz [4] through sub-sampling approach, the Politz- Simmon [5] techniques
for non-response situations eliminating tlie need for call backs, Anderson [1],
Cassel, Sarndal and Wretman [2] estimators, corrected for non-response bias
and based on response i)robabilities, are some attempts in this direction.

2. Effect of Non-Cooperation ofRespondents Available at Home
on Politz-Simmon Estimator

Politz-Simmon [5] estimator adjusts the total non-response bias due to the
respondents not available at home, by classifying the entire population into six
weighting classes corresponding tothe availability ofselected respondents, once
out of six days, twice out of six days, and so on, upto all the six days during
tlie past week and then, using tlie appropriate weighting procedures. It is,
however, assumed that tlie class corresponding to the hard core, i.e., the
respondents who respond witli probability zero, is absent. Also, the procedure
assumes tliat all those persons available at home during the survey visit,
necessarily co-operate witli the enumerator and provide him response on the
desired variables. Tliis assumption is an over simplification of the realistic
situation.

Infact, therespondents even when available at home may bebusy incertain
domestic chores or due to the presence of guests, children's examination, or
any othersocial/domestic reasons, inayrefuse to co-operate with tlie enumerator
at tlie time of visit. Probably, such individuals would readily respond during
the next visit. Ofcourse, some of tlieni may notat all agree to co-operate. Hence,



POUTZ-SIMMON ESTIMATOR UNDER NON-COOPERATION

the stnicture of the weighting class changes, which is bound to affect the
perfomiance of Politz-Simmon estimator.

In Politz-Simmon scheme, the probability of an individual being available
at home during the previous week is denoted by P- (H) which takes the values
1/6, 2/6, ..., 6/6, respectively, depending upon whether j-th individual belongs
to the i-tli Home-availabUity class, 'i' varying from 1 to 6. Let us denote by
P.. (W 1H), the conditional probability of j-th individual, given that i-th is
available at home, to be willing to co-oi)erate. It is obvious that the response
is obtained only when an individual is available at home and is willing to
co-operate. Thus, the probability of response, R; (R) for the individual in class
'i' can, tlien, be written as

P-(R) = Pji(WnH)

= Pji(WlH).Pji(H)

i = 1,2, ...,6

j = l,2,...,N

where P.. (W n H) is the probability tliat tlie j* individual is available at home
and is also willing to cooperate with the enumerator at tlie time of visit.

Since the weighting of the respondents in each weighting class has to
be done according to the response rates, the distribution of response assumes
special significance. Level of response can assume only discrete integral values
0, 1, 2, ..., 6 with 0 < P.i(R) < P-i(H). It is obvious that when
P.. (H) > 0, every structure of P., (R) = R; (W n H) has to be determined in
such a manner tliat,

0 < Pji (W 1H) = Pji (W n H)/Pji (H) < 1

For abbreviated notation, we shall use Pj; (H) = h and P. (R) = r.

Reasons for this stmcture are obvious. An individual who is available at
home say five times out of six, may be willing to co-operate only on say three
occasions, i.e., he may belong to the class 'i' with P- (H) = 5/6 in the
Politz-Simmon set-up but he belongs to the weighting class 'i' with P- (R)
= 3/6 due to lack of cooperation from him. This shift of j individual from
a given at-home-availability class to another 'lower' response class affects the
behaviour of the Politz- Simmon estimator.
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The Politz-Simmoii estimator,
N

Yj = (l/ii) ^ (Yj/h) where h = i/6forjei
j

adjusts the bias due to not at home. Since tlie respondents, even wlien available
at home could still be non-cooperative and assuming tliat tlie enumerator could
still enquire his availability at home and respondability during the past six days,
we have seven weighting classes, corresponding to i=0, 1, 2, 6 rather than
six, present in Politz-Simmon scheme. In such a situation we define an analogus
estimator,

N

Yj = (1/n) ^ (Yj/r) where r < h
i

^ Yj assumes tliat all persons available at home are also willing to cooperate.
In Y^, tliere is much greater degree of non-response, as some of tlie individuals
who may be available at home, may not be willing to cooperate. In this case,
we also have the situation of zero response, which is assumed to be non-existant
in Politz-Simmon scheme and tluis, tlie concerned units are totally removed
from the sampled population. These factors should lead to greater bias.

3. Bias and Variance

The derivations ofbias and variance follow the well known arguments as given
by Sukhatme, Sukhatme, Sukliatme and Asok [7]

N

B(Y,) = - (1/N) X Y. (1-h)''
i
N

B(Y2) = -(l/N) XYj(l-r)®
j

^Siuce, r < hholds, we have, IB (Y^)! > IB (Yj)I.Ofcourse, this increased bias
in Y^ isdueto thereduction in thelevel of response.

The variance expressions for the two cases are given below :

N 6

V, = V(Y.) = (1/n) [(1/N) z r

N

^qir(i-h)®

-{(l/N) X Yj (l-(l-h)'=)}^-]
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where

and

where

and

- (1/n) [(1/N) X Y?Q,ji - T?]

Qiii = I
'6'

k
V y

r. h" (1 - hf

T, = (1/N) X Yj [l-(l-h)®]
j

N 6

V2 = V(Y2) = (l/n)[(l/N)X Yj^E
j k

N

- [(1/N) X Yj(l-(l-rf)f
j

N

= (1/n) [(1/N),£ Yf Q^ji-T^]

Qlji - X ^Qr^d -rf~^

Tz = (1/N) X Yj[l-(l-r/]

175

6-k'cya-r)'

Now, r < h implies that (1 -r) > (1 -h) i.e., (1 -r)® > (1 -h)® which
means that, 1-(1 -r)® < 1-(1 -h)® and hence, T^^Tj.

Now, the expressions of Qjjj and Q2ji cannot be as such compared
algebraically. It, however, apjjears that tiie difference in tlie two tenns Qj^j and
Qjjj may be due to tlie re-distribution of the units over the various lower order
weighting classes due to non-cooperation of at-home-available respondents who
may, how, respond with a lower probability. In case the redistribution is not
much, Qyj and may not differ much and thus we, nomially expect that
V(Yj) will be more or less equal to V(Y^). In case, the redistribution is large,
for classes having larger Y values, V (Y^) could be less tlian V (Yj).
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4. Empirical Study ofthe Behaviour ofthe Politz-SimmonEstimator

In order to compare the behaviour of Politz-Simmon estimator with respect
to its bias, variance and mean square error under the situation of non-cooperation
from the At-Home-Available (AHA) respondents against the situation when
tliere is full Co-operation of AHA respondents, we have selected three types
of artificial populations, T : heterogenous having defined strata boundaries,
with stratification done according to the probability of At-Home- Availability,
'ir : heterogenous population having no defined strata boundaries and 'III' :
homogenous population witli no defined strata boundaries. The range of Y
values has been arbitrarily chosen between 0 and 100 assuming that any real
population could be scaled down to 0 to 100 range.

The pattern of response after allowing for the non-cooperation, is not
known beforehand. However, a respondent who is available at home for say
'i' times may have a busy schedule on certain occasions during these 'i'
availability at home and thus tlie response probability is a discrete distribution
in tlie range 0 < R< i/6.

In this study, we assume a uniform discrete distribution for R within
0 < R < i/6. Though such a situation is the most extreme, in the sense that
a respondent would just not refuse randomly, and instead may put forward an
explanation for his refusals in terms of busy schedule of his engagements, etc.,
yet the assumption serves tlie purpose because if tlie behaviour of P-S estimator
could be characterised for random response, its behaviour for less extreme
situation could probably be anticipated.

The size of weighting class or the AHA class is also important. The
different size distributions over the AHA classes would give different weights
to the bias, variance and mean square error for different AHA classes, resulting
into different behaviour of estimator. Consequently, in this study, we consider
the two extremes, of negatively skewed size distribution (denoted by 'n') having
higher class size for higher Y-values and smaller class size for smaller Y- values
and the positive skewed size distribution (denoted by 'p') having larger class
sizes for smaller Y-values and smaller class sizes for larger Y-values. Between
the two extremes, we also consider the mid-way size distribution having same
class size (denoted by 'c') for all the six AHA classes.

As a result of non-cooperation on the part of respondent, there is always
a possibility of zero response, in which case, no information can be obtained
from the respondent. This causes a bias due to the fact tliat one group of
respondents go out of the domain of tlie survey. Ofcourse, in case the average
Y for this group is not much different from the average Y from the group
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who is responding (with whatever response probability), the bias due to zero
response may not be much. The situation where zero response is possible has
been termed 'A' in this study.

In order to know as to what differences are caused by this zero- response
situation, vis-a-vis non-zero response situations we consider two more situations,
where zero-response is not pemiitted namely 'B', where response probability,
as a result of non-cooperatioii, is limited to tlie range 1/6 <R<i/6, assuming
a unifonii discrete distribution for Uie response behaviour and 'C, when by
making special efforts and using better field survey techniques, the group of
zero responses is shifted to tiie response class witli tlie probability 1/6.

It has been pointed out that the bias B,, of estimator, Yj, i.e., the
Politz-Simmon estimator with full co-operation js always, numerically (in
absolute terms) less than or equal to the bias of Y^. Also, it was argued that
one major cause of the difference in the variance of the two cases, is probably
due to the difference between and Q2ji, which arises from the shift of
responses from higher AHA-classes to the lower response classes, as aresult
of non-cooperatibii resulting into lower response rates due to busy schedule,
etc. Thus, it appears that the best practical situation for tlie application of Y^
could be, the population types having higher Y-values in the lower response
classes and the lower Y-values in the higher response classes. These types of
populations are represented by 'I'.

The various populations of each tyi^e and class-size were randomly
generated, obtaining random numbers within tlie specified range of Y- values
in each class and with replacement. The populations generated alongwith the
Y-values and various response classes have been presented in Table-1. It may
be noted that the values of Y-variable are different even for tlie same specified
range of Y-vahies due to the random generation. Infact, each random generation
of Y-values provide apopulation randomly sampled from the super population,
represented by tlie population type and therefore even if the overall
characteristics of the population type is the same, the bias, the variance and
the mean square error of tlie estimators would be different. Also, even for the
same sampled population from agiven population tyjK, the random generation
of response behaviour, further results in differences between bias, variance and
mean squares.

Thus, we conpare the differences in bias, variance and mean squares for
tlie same randomly generated population from agiven population type and given
class-size distribution, but differing in the response behaviour. This will ensure
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Table 1. Different Population Types Considered for the Situations I, n,HI, and
with Population Size, N=30

Popu
Size

Type

At-Home
lation

Type
Availability

WeighUng Class
1/6 2/6 3/6 4/6 5/6 6/6

Response Prob.
class

0-1/6 0-2/6 0-3/6 0-4/6 0-5/6 0-6/6

A

Range ofY-
values

45-100 27-45 18-27 9-18 4-9 0-4

Class size 2 3 5 6 6 8

I B

Range of Y-
values

45-100 27-45 18-27 9-18 4-9 0-4

Class size 8 6 6 5 3 2

C

Range of Y-
values

45-100 27-45 18-27 9-18 4-9 0-4

Class size 5 5 5 5 5 5

A

Range ofY-
values

1-100 1-100 1-100 1-100 1-100 1-100

Class size 2 3 5 6 6 8

II B

Range of Y-
values

1-100 1-100 1-100 1-100 1-100 1-100

Class size 8 6 6 5 3 2

C

Range of Y-
values

1-100 1-100 1-100 1-100 1-100 1-100

Class size 5 5 5 5 5 5

Actual Y-values 44,42 41,43, 41,42, 42, 42, 43,44, 44,42,
40 43,44, 41,44, 40,41, 41,40,

41 41,42 42,43 41,42,

m B

Class size

Actual Y-values

Class size

Actual Y-values

Class size

43,44
2 3 5 6 6 8

40,42, 44,41, 41, 42, 42, 43, 40, 41, 43,44
41,43, 42, 42, 43,44, 44,42, 42
40,41, 41,44 40. 41 41

42,43
8 6 6 5 3 2

40, 42, 41,42, 42, 42, 42, 43, 42,43, 40,41,
41,43, 43,44, 41,44, 44,42, 44,42, 42, 43,

40 41 41 41 41 44
5 5 5 5 5 5
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that the differences in bias etc. within each population type, is only due to
different response behaviour.

The change in response behaviour is reflected in the shift of the
respondents from the earlier AHA-class size distribution, to a hew response
class size-distribution temied as revised class size distribution. In order to

characterize tlie shifts, we have measured the absolute difference

IQj - Q21 = IQjji - Qiji Iwithin each class so that negative values do not
cancel out positive values and obtain an average mj of tliese values. It may
be noted that when mj=0, there is no shift of the respondent from the higher
AHA class to lower response class. Also when mj is high, it indicates greater
shift approximately. Thus, though m, may not be the best indicator possible
for measuring this shift, it does throw some light on this aspect.

The summary results of the typical four simulations for each of tlie twenty
seven combinations, resulting into markedly different values of m^ only are
presented in Tables 2.1 to 2.3.

Table 2. Tlie Relation between Class-Size-Indicator, nii, Bias, Variance and
MSE differences, M2-M1 (Situation and Population wise)

2.1 Situation-A

Siinu- Population type
lation & size

mj V(Y2)-V(Yi) M2-M1
(MSE,-MSE,)

1 1. I,P 3.1 2.0 51 63

2 4.0 6.4 -385 -317

3 4.2 5.2 -313 -265

4 5.5 8.1 -792 -694

Correlation with mj : 0.87 -0.86 0.86

1 2. I, n 4.1 9.6 ^8 -262

2 4.6 10.4 -813 -577

3 4.9 16.1 -2283 -1801

4 5.0 14.1 -1403 -1005

Correlation witli mj : 0.86 -0.88 -0.89

1 3. I,c 3.0 6.4 -697 -599

2 4.0 7.0 -260 -250

3 4.7 8.0 -632 -497

4 5.3 12.0 -1249 -998

Correlation with m, : 0.86 -0.58 -0.50
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1 4. n,p 3.9 13.5 1256 1483

2 --- 4.0 14.9 1516 1788

3 4.7 9.9 1800 1932

4 4.9 23.4 328 296

Correlation with mi : 0.85 -0.86 -0.91

1 5. n,n 3.6 14.4 -290 61

2 --- 3.9 9.0 17 187

3 4.4 15.7 -A41 -37

4 4.7 16.1 -446 -26

Correlation with nij : 0.50 -0.57 -0.52

1 6. II, c 3.3 10.6 976 1185

2 --- 3.4 18.0 1137 1628

3 3.6 10.4 988 1193

4 5.1 29.0 -1596 -487

Correlation with : 0.66 -0.80 -0.78

1 7. in,p 3.9 3.5 777 199

2 --- 4.6 12.7 613 810

3 4.8 11.9 483 658

4 6.3 16.8 503 832

Correlation with mj : 0.89 -0.74 0.25

1 8. m,n 3.9 12.1 131 389

2 --- 4.1 13.7 -256 58

3 4.4 15.5 -250 131

4 4.4 10.9 151 369

Correlation with nij : 0.16 -0.19 -0.17

1 9. in,c 4.0 8.3 337 456

2 --- 4.5 13.7 132 404

3 5.0 18.1 124 561

4 5.4 14.4 391 687

Correlation with m, : 0.77 0.09 0.86



PO
U

TZ-SIM
M

O
N

ESTIM
A

TO
R

U
N

D
ER

N
O

N
-CO

O
PERA

TIO
N

1
8

1

0
n

S
ih

iiitin
n

-
R

Sim
u-

Population
type

latio
n

&
size

m
i

B
1

-B
2

V
(Y

2)-V
(Y

i)
M

,
(M

S
E

, :-M
,

-M
S

E
,)

1
10.

I,
p

3
.2

1
.3

2
3

3
0

2
3

.4
1

.6
1

9
2

8

3
3

.7
1

.3
1

5
2

1

4
3

.8
1

.1
1

5
2

0

C
o

rrelatio
n

w
ith

m
j

:
-0

.4
7

-0
.9

9
-0

.9
7

1
11.

I,n
1

.2
1

.4
5

5
8

0

2
1

.3
1

.2
5

4
7

4

3
1

.4
0

.8
8

2
2

4
1

.8
2

.5
7

0
1

1
6

C
o

rrelatio
n

w
ith

m
i

:
0

.8
4

0
.4

0
0

.5
8

1
12.

I,c
2

.2
1

.1
6

3
7

6

2
2

.8
1

.7
2

4
4

5

3
2

.9
1

.2
3

3
4

7

4
3

.4
2

.2
3

0
5

8

C
o

rrelatio
n

w
ith

n
ii

:
0

.8
2

-0
.7

9
-0

.5
5

1
13.

II,
p

3
.1

3
.5

1
1

8
0

1
2

0
4

2
3

.2
6

.3
1

1
1

7
1

1
7

9

3
3

.6
5

.9
1

5
8

8
1

6
4

7

4
3

.7
4

.1
1

2
0

0
1

2
3

2

C
o

rre
la

tio
n

w
ith

:
0

.1
3

0
.5

2
0

.5
1

1
14.

II,
n

1
.1

2
.1

9
4

5
9

7
5

2
1

.5
7

.8
9

5
9

1
1

1
7

3
1

.7
4

.3
8

6
1

9
3

3

4
2

.1
6

.0
1

4
1

0
1

5
2

0

C
o

rrelatio
n

w
ith

m
i

:
0

.5
1

0
.7

0
0

.7
4

1
1

5
.

II,
c

2
.0

7
.1

1
4

5
8

1
6

6
4

2
2

.1
5

.5
8

5
4

9
1

5

3
2

.8
5

.0
1

5
0

9
1

5
7

3

4
2

.9
7

.7
1

8
4

4
1

9
4

7

C
o

rrelatio
n

w
ith

m
i

:
0

.0
2

0
.6

6
0

.5
5

1
16.

in
,p

3
.3

2
.3

6
2

3
6

3
5

2
3

.3
2

.5
8

3
1

8
4

4

3
3

.7
4

.1
9

6
0

9
8

8

4
3

.7
2

.4
6

7
6

6
8

8

C
o

rrelatio
n

w
ith

m
i

:
0

.5
1

0
.2

9
0

.3
0



1
8

2
JO

U
RN

A
L

O
F

TH
E

IN
D

IA
N

SO
CIETY

O
F

A
G

RICU
LTU

RA
L

STA
TISTICS

1
17.

in
,n

1
.4

3
.8

4
1

6
4

6
5

2
1

.5
2

.3
3

9
5

.
4

2
2

3
1

.8
2

.8
4

9
9

5
3

3

4
2

.0
3

.0
6

5
1

6
8

7

C
orrelation

w
ith

m
j

:
-0

.2
8

0
.9

6
0

.9
3

1
18.

m
,c

2
.0

5
.4

7
6

4
8

2
5

2
2

.5
2

.9
4

9
1

5
1

7

3
2

.9
2

.8
6

1
6

6
4

1

4
3

.1
2

.7
6

2
1

6
4

5

C
orrelation

w
ith

m
,

:
-0

.9
1

-0
.4

8
-0

.5
5

2
.3

S
itu

a
tio

n
-C

Sim
u-

Population
type

latio
n

&
size

m
,

V
(Y

2)-V
(Y

i)
M

j-M
j

(M
S

E
,-M

S
E

,)
1

19.
I,p

3
.0

1
.5

2
8

.r
1-^

3
5

2
3

.5
1

.3
2

1
2

7

3
3

.9
2

.2
3

0
4

2

4
4

.0
2

.6
3

1
4

4

C
orrelation

w
ith

m
i

:
0

.8
1

0
.3

9
0

.5
8

1
20.

I,
n

1
.6

2
.3

5
9

9
7

2
1

.8
2

.1
8

4
1

1
9

3
2

.0
3

.1
6

0
1

1
4

4
2

.1
2

.9
6

3
1

1
2

C
orrelation

w
ith

m
j

:
0

.7
7

-0
.0

7
0

.6
4

1
21.

I,c
2

.1
2

.6
4

1
7

3

2
2

.8
1

.4
3

8
5

3

3
3

.2
2

.1
4

5
6

9

4
3

.3
2

.6
1

9
5

1

C
orrelation

w
ith

m
j

:
-0

.0
9

-0
.4

6
-0

.5
5

1
22.

n
,

p
3

.1
8

.5
2

4
5

7
2

5
5

1

2
3

.5
9

.4
3

1
9

8
3

3
1

2

3
3

.7
8

.5
2

9
8

4
3

0
8

0
-

4
4

.3
9

.6
3

2
9

9
3

4
1

7

C
orrelation

w
ith

ni]
:

0
.7

0
0

.8
2

0
.8

3



POUTZ-SIMMON ESTIMATOR UNDER NON-COOPERATION

1 23. II, n 0.9 4.0 853 915

2 1.3 3.2 530 577

3 1.3 5.9 1083 1185

4 1.9 6.3 1433 1546

Correlation with nij : 0.69 0.74 0.74

• 1 24. • n, c 2.5 7.6 2078 2197

2 3.1 7.1 1777 1884

3 3.2 , 5.5 1827 1900

4 3.3 9.5 2827 2993

Correlation with mj : 0.02 0.25 0.24

1 25. in, p 3.7 4.3 831 862

2 3.8 4.7 827 862

3 3.9 5.5 1034 1079

4 3.9 5.4 892 937

Correlation with mi : 0.93 0.59 0.62

1 26. m,n 1.5 5.1 570 643

2 1.7 4.9 529 597

3 1.9 5.0 586 658

4 2.0 6.1 568 662

Correlation with : 0.65 0.32 0.52

1 27. in,c 2.4 5.1 632 690

2 2.5 4.7 517 568

3 2.8 4.6 654 703

4 2.9 5.5 793 856

Correlation with mj : 0.22 0.71 0.69

183

The results indicate that there is generally a positive correlation between
the class-size shift indicator, m, and the bias difference Bj- B^, meaning thereby
that greater the m,, larger the bias difference shall be. Thecorrelation between
the shift indicator and the mean square error difference is negative in I(A)p,
I(A)n, II(A)p, II(A)c and I(B)p and it is positive in III(A)c, III(B)n and II(C)p,
whereas in all_other cases tlie correlations are poor. It is worth noting that
the estimator does well under I(A)p, I(A)n and I(A)c especially when the
shift indicator is large. Though the bias is large, but from the mean square
error differences,_it appears that the negatively skewed class size distribution
is well suited to Y^. Under I(B)p, I(B)n and I(B)c and also under I(C)p, I(C)n
and I(C)c, the estimator Y^ has slightly more bias, more variance and more
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mean square error than Y,, yet the differences are not large. The class size
'n' tlie negatively skewed has largest bias, variance etc. in each of the two
situations.

Population type II in all the three situations have very large variance and
mean square error differences. It is quite logical to expect tliis result, as tlie
best situation was anticipated to be the population of type T having distinbt
strata boundaries as tlie stratifiedsampling with suitableallocation is well known
to provide better estuiiators with lower standard errors and tlie gains are
especially pronounced when the population isheterogenous. The population type
'Iir in all tlie tliree situations, fall midway between type T and '11' in respect
of tlie mean square eiTor differences. It may specially be noted that the
population of tyiK 'IIP is very homogenous and the weighting adjustments do
not decrease tlie variance and mean square error. Instead, if any missing value
is substituted by tlie average of tlie response set, the overall standard errors
would be greatly reduced and as such, the imputation procedures may be
recommended in such cases.
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